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Guidelines for using the IT contingency plan
This page’s instructions must be omitted in the final version.
The IT contingency plan is particularly aimed at small and medium-sized companies that have a reasonably simple IT application in the form of approx. 3-5 crucial IT systems that are essential for the company to function.
The document is structured so that the plan covers both the necessary preparation of the contingency (Chapter 2), as well as the contingency instruction itself (Chapter 3 and Annexes 1-5). 
The annexes are rich in text, as they are written to work as stand-alone texts, e.g., to be printed and laminated. Equally, Chapter 3 on alerting and responsibility can also be printed out and laminated.
Text in hard brackets [..] are guidelines only, which can be omitted in the final version.
Text marked in yellow gives you several options. Choose the one that best suits the company or insert the applicable text, for example, a description of who the director’s deputies are. This text can also be omitted in the final version if irrelevant to the company.
You can replace the fictitious company name Ajax with the relevant company name using the ‘Find and Replace’ feature in Word.
Text marked in green can be used if the company has a higher level of ambition. Otherwise, simply leave it out in the final version. There may also be areas where you have to choose between several alternative formulations.
Individual technical terms appear in the text, often in soft brackets (..) with a separate explanatory text. This applies, e.g., to the concept of “disk backup”. This is to make it easier for, e.g., IT auditors to see that the topic is covered in the text.
The individual annexes can be omitted if the relevant IT contingency scenarios are not relevant for the company. For example, Annex 5 (cloud services) can be omitted if you do not use any cloud services that are important to the company.
In Annex 4 (data leakage), fewer tasks are marked in green than in the other annexes. This is because if you experience a leak of information, such as personal data or trade secrets, it is essential that you carry out these steps in order to handle the incident effectively.
If you do not have such sensitive information in the company, you may be able to leave out this entire annex. 
If the company has outsourced all, or parts of, the described activities to an external IT supplier, the relevant supplier agreements must cover, or take into account, the corresponding actions. It may be that all of your servers are run by an IT supplier or that you have an agreement with a company that you call out should you experience a virus attack (Incident Response).
In this case, the contingency may simply include a phone number and other information from the service agreement.  However, you should still check that the IT supplier will respond as agreed and is responsible for any information about the incident.
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1. Introduction
Purpose
The IT contingency plan must ensure that the IT-dependent business-critical work processes at Ajax can be re-established and are functional after a critical incident has directly or indirectly prevented normal process execution for a longer period of time.
The IT contingency plan itself contains role descriptions, instructions and procedures that must be followed if a contingency is activated. In particular, emphasis has been placed on the plan stating which overall activities are to be initiated and who is responsible for these. In this way, the employees and specialists who are activated in the individual scenarios as described in the annexes can concentrate on solving the tasks/problems with which they are faced. At the same time, it is clear who the contact person for the individual areas is when needed.
The IT contingency plan must also ensure that the individual plans always reflect the current situation. This means that a number of underlying tasks must be performed at regular intervals so that the premises for the plan are updated. 
Objective
The document must always be updated so that documentation, procedures and the like always reflect the company's current situation.  
Scope
The IT contingency plan includes the IT use at Ajax at the location where the company currently has its physical operations. 
If the IT application at Ajax is purchased in whole or in part as a service from a third party in an outsourcing agreement, including cloud solutions, then Ajax must separately assess whether the outsourcing agreement is appropriate in relation to Ajax’s needs and requirements for the re-establishment of the IT application.
The IT contingency plan does not include other reasons for business interruption, such as major outbreaks of illness, e.g., food poisoning or illness among staff. Ajax should, for example, include this as part of Ajax’s general terms of business, for example, as force majeure.
The IT contingency plan does not cover re-establishing the office environment, work production premises or how Ajax conducts its business during and after an incident.

2. Contingency preparation 
The IT contingency plan must be activated when one or more incidents disrupt or interrupt critical parts of Ajax’s business processes for an extended period of time and when the processes cannot be restored during normal operation and troubleshooting within the set timeframe, which is 2 hours during normal working hours, and 4 hours outside normal working hours.
[Ajax must assess whether the examples in Annexes 1-5 correspond to the key IT risk scenarios that Ajax has identified in the risk analysis. It is not certain that the company needs all 5 types of contingency. In this case, simple delete the relevant line and annex.]
1. Physical incidents (fire, water damage or other) that put Ajax out of operation, in whole or in part)
2. IT incidents affecting a central system
3. IT incidents affecting Ajax’s IT infrastructure (virus outbreaks and hacker attacks)
4. IT incidents that deal with the compromise of Ajax’s systems with the risk of data leakages, where others can gain access to information unlawfully or unintentionally
5. Incidents that only affect the cloud-based IT services, which Ajax uses, e.g., Office365
Contingency premises
For systems covered by the IT contingency plan, the following points must be completed and updated at all times:
In a fire-proof cabinet located in a different fire zone than the IT systems/ Stored in a secure, external location
· Backup on disks (disk backup), including license keys, etc.
· Copy of IT supplier agreements / operating agreements
· Copy of the list with prioritisation of systems 
[Which systems are to be restored first and which systems can wait till the end]
· Copy of the technical system descriptions
· Administrator passwords and other important usernames and passwords.
· Copy of the operating instructions
Reference is also made to point 2.1.7, which states that this IT contingency plan is also available as an electronic copy on the management’s laptop.
[The purpose of this information is to be available even if the electronic versions are not. As far as possible, such a copy should be kept outside the company’s main office/location. Remember that this information is confidential and must therefore be protected and access controlled.]
Contingency activation and re-establishment requirements
The IT contingency plans describe for each type of incident and function:
· Who is responsible for activating a contingency response, the prerequisites for activation and how the activation is to take place.
· What facilities must be available when a contingency response is to be activated.
· Communication to employees, partners and customers, including description of alternative communication channels.
Contingency situations 
The IT contingency plans cover the following situations:
· Establishment/activation of IT contingency response
· Operation during the IT contingency response (IT contingency operation)
· Normalisation of the situation
Activation decision
Contingency response must be activated
· When an incident is judged to have a prolonged and/or destructive impact on the use of IT
· When it can be immediately established that there is extensive destruction of sites and IT systems
· If there is a risk of data leakage, either as an independent incident or as part of another incident.
When IT contingency comes into effect, the IT contingency response management has first priority in terms of access to all resources at Ajax.
Assumptions
It is assumed that:
· There is access to ongoing backup of the system, databases and data.
· The Ajax Information Security Policy and rules are known to internal and external parties involved in an IT contingency situation.
[These points are the basis for effectively handling IT incidents.]
Testing of the IT contingency plan
The IT contingency plan must be tested at least once a year. This can be done as a desktop test or a full interruption test, where you shut down one or more systems or an entire location. A desktop test is a test in which the management reviews and assesses whether the IT contingency plan has been described adequately and can be assessed as covering the management’s expectations for re-establishing IT use. The test may include all or selected parts of the IT contingency plan.
Update
The IT contingency plans must be updated at least once a year or when there are major changes to Ajax’s technical or business organisation.
The IT contingency plans are available as part of the Ajax intranet and are provided to the persons mentioned above, as well as internal IT. They receive all the new versions. 
Storage
The IT contingency plan, with associated technical documentation and annexes, etc., is stored on encrypted drives on the management’s portable IT equipment. The purpose is that the material is available in the event of a lack of IT or in the event of a lack of access to Ajax. For this reason, at least some of the management’s portable IT equipment should be stored outside Ajax’s premises.
3. Contingency instructions – alerting and roles
Alerting 
All alarms within normal working hours are sent to the IT contingency response management/internal IT/operations/IT supplier, who assess the severity of the problem that has arisen. 
Contact number: xxxx xxxx  
(also see the contact information in Section 3.2.1)
In the event of damage to the physical framework, contact reception/finance/administration/
management during normal working hours. The building manager is then informed and makes the final decision
All alerts about serious incidents outside normal working hours are made to the IT response contingency management/internal IT/operations/IT supplier, who then assess the extent of the problem
Notification of a serious incident must be forwarded to the management at Ajax. 
The management makes the final decision on the activation of the contingency response.
Responsibilities and division of roles
Responsibilities and roles include the following tasks
[In small companies, the roles can be combined in the “Director”. In medium-sized companies, you can have a separate “IT manager” role, which takes over responsibility for IT and networks.]
The director (management): 
The director, alternatively hereafter the finance manager and the operations manager.
· Part of the crisis management. The crisis management is responsible for ensuring that contingency plans are provided with the necessary resources, both in terms of personnel and finances.
· Is responsible for all communication, including internal information about status, etc.
It is thus important to remember that:
All communication with customers, the press and others must take place through the director.  
IT contingency response management : 
The IT manager, alternatively hereafter operations manager, finance manager and the director.
· Is personally responsible for, and coordinates, the IT contingency plan being implemented correctly
· Responsible for technical operation and documentation of systems, backups, etc.
Building manager: 
Finance manager, alternatively hereafter the director and operations manager.
· Is responsible for the physical framework, including communication lines, power, etc.
· Is also responsible for communication with the property owner.
Technical staff: 
Provides the necessary technical resource for the IT contingency
[May include the IT supplier and/or external specialists with whom the company either has an agreement or who are hired when the contingency is activated.
If you have several possible contacts, it must be stated who takes care of what, e.g., that an IT supplier takes care of certain systems and that a consultancy is involved in the event of a virus outbreak.]
· Internal IT 
 - responsible for …
· Our IT supplier Company name
 - responsible for ….
· Consulting firm Company name
 - responsible for ….

Other staff: 
Provides, if necessary, support for the IT contingency team.
Contact/telephone numbers
· The Director 
xxxx xxxx
· The Finance Manager
xxxx xxxx
· The IT Manager 
   xxxx xxxx
· The Operations Manager 
 xxxx xxxx
· Internal IT
xxxx xxxx
· IT supplier Company name/contact name
xxxx xxxx
· Consulting firm Company name/contact name
xxxx xxxx
The specific IT contingency plans can be found in Annexes 1-5, which can be found at [specify location] 
Annex 1 - Physical incidents (fire, water, explosion, etc.) that put the office out of operation
	Description
	The instructions describe the physical contingency and IT contingency that must be put in place if Ajax’s premises are completely or partially destroyed, to such an extent that the normal routines cannot handle the re-establishment of IT operations.
For example, this can be in the event of fire, water damage, explosion, etc.


	Roles and responsibilities
	The IT contingency response manager is responsible for managing the IT contingency response, including prioritisation, delegation, organisation and assignment of roles, as well as the availability of IT resources, relevant staff, contact with suppliers and telecommunications/Internet service provider (ISP).
The director looks after the business interests, including contact with insurance company, bank and other parties, as well as information for customers, press, employees, etc.
The building manager takes care of securing personnel and assets, contacting the landlord, and any others who may be necessary in situations where the physical framework is involved.


	Assumptions
	It is assumed that:
· an agreement has been put in place regarding access to server rooms/IT equipment and/or premises elsewhere in the city (Disaster Recovery Site) and that these are available


	Tasks
	The building manager must, as soon as possible, such as via contact with the property owner and others who may be necessary, secure staff, premises, equipment and other assets.
The IT contingency response management must, as soon as possible, activate the external Disaster Recovery Site, as mentioned above, so that it can take over operations temporarily. 
The IT contingency response management must coordinate to inform all employees about the situation and communicate that they are working from home until, if necessary, a temporary location has been set up or the premises are back in operation. At the same time, employees must be reminded that they must cancel or move any meetings and events that were due to be held at the location.
The IT contingency management must ensure that the main number is changed to a selected mobile phone and that the relevant person is informed.
The IT contingency response management must ensure that the sub-contractors who normally deliver goods or provide their services to the address are contacted about how the forthcoming period will be handled. It is recommended that Ajax prepare a separate plan for these tasks.
The building manager now takes over responsibility for repairing the damage to the location so that operations can be resumed here. 
Possibly so that a certain level of contingency operation can be resumed.
Once the premises are ready to resume as normal, the IT contingency response management must ensure that the premises are inspected so that:
i.
Everything is ready for use
ii.
Network connections have been re-established.
iii.
The necessary systems and data are available
iv
The premises meet the requirements of the Working Environment Act before being put into use.
When a new server room has been established on the site, or the old one can be used again, it must be clarified whether it is possible to restore the IT system on the same equipment or whether this must be done on other equipment, in which case such equipment must be procured. Possibly, the IT system environment can be re-established in a virtual environment with an IT provider. Then it must be checked that:
i.
The systems are ready for operation
ii.
Data is not corrupted
iii.
Network connections have been re-established.
Upon activation of the contingency, the IT contingency manager prepares a log book for use while subsequently preparing an incident report in which the incident is reviewed and any weaknesses found in the IT contingency or systems are described. The report is sent to system owners and management, who assess whether there is a need to change security systems or procedures.



Annex 2 – IT incidents affecting a central system
	Description
	The instruction describes the IT contingency that must be established if a central IT system becomes completely or partially inaccessible and the IT operations do not appear possible to re-establish within management's operational goals.
A central IT system is an important IT system for, for example, being able to invoice, make purchases, pay creditors or manage payroll.


	Roles and responsibilities
	The IT contingency response manager is responsible for managing the IT contingency response, including prioritisation, delegation, organisation and assignment of roles, as well as the availability of IT resources, relevant staff, contact with suppliers and telecommunications/Internet service provider (ISP).
The director handles contact with relevant authorities if necessary.


	Tasks
	The IT contingency response management activates this IT contingency when there is a need to re-establish the operation of a central IT system in a different way.
The IT contingency response management puts together the IT contingency response team with the personnel deemed necessary to effectively process the change and the subsequent re-establishment most effectively. At least internal IT. Also see Section 3.2 on general roles and responsibilities.
It is the IT contingency response management’s responsibility that the IT contingency team performs the following tasks:
a. The affected system is shut down.
b. It is clarified whether it is possible to restore the IT system on the same equipment or whether it should be done on other equipment, which in that case such is procured. Possibly, the IT system environment can be re-established in a virtual environment with an IT provider. 
c. In parallel, a time estimate is prepared for the restoration of normal operation. The estimate is reassessed on an ongoing basis and this, as well as the status, is announced to relevant stakeholders (management, employees, etc.).
d. Using restore, the operation of the affected systems is then activated, and it is checked that:
i.
The systems are ready for operation
ii.
Data is not corrupted
iii.
Network connections have been re-established.
e. During the work to re-establish the operations of the affected system, the IT contingency team may collect documentation for the problem, which may be relevant for the subsequent assessment of its cause, in addition to what is already found in logs, etc.
f. Once the problem has been rectified and everything is ready for operation again, this is reported to relevant stakeholders (management, employees, etc.),
The IT contingency manager subsequently prepares an incident report in which the incident is reviewed and, if necessary, weaknesses found in the IT contingency or systems are described. The note is sent to the system owner and the management, who assess whether there is a need to change security systems or procedures.


Annex 3 - IT incidents affecting Ajax’s IT infrastructure
	Description
	The instruction describes how virus attacks are handled.


	Goal
	To activate IT contingency for IT-related catastrophic events


	Roles and responsibilities
	The IT contingency response manager is responsible for managing the IT contingency response, including prioritisation, delegation, organisation and assignment of roles, as well as the availability of IT resources, relevant staff, contact with suppliers and telecommunications/Internet service provider (ISP).
The director takes care of the business interests, including contact with insurance, bank and other parties, as well as information to customers, press, employees and relevant authorities if necessary.


	Tasks
	The IT contingency response management activates this contingency when there is reason to suspect an active virus or similar on the internal systems. 
The IT contingency response management puts together the contingency team with the personnel deemed necessary to deal with the threat most effectively. As a minimum , internal IT and relevant external consultants.
It is the responsibility of the IT contingency response management that the IT contingency team performs the following tasks:
a.
First , an assessment is made as to whether to start with additional logging and tracking (capture of traffic and memory dumps). This is to gain certainty of what is going on, get better clues of who has gained access, as well as to be certain that there is no logical bomb. Furthermore, it is assessed whether it may be an internal attack, where it may be appropriate to isolate a person or a group from further work.
If deemed appropriate, networks with infected systems are isolated, i.e., the network connection is interrupted and, if possible, virtual systems are paused. 
b.
An assessment of the extent of the attack is made, including whether it will be possible to re-establish operations on other equipment that, in such case, is procured. The IT system environment can be re-established in a virtual environment with an IT provider if necessary. It is also assessed how an IT defence can be maintained or restored, including managing security until normal operations are re-established. If necessary, contact your telecommunications/internet service provider and/or relevant authorities for assistance. 
c.
A preliminary time estimate is prepared for the restoration of normal operation. The estimate is reassessed on an ongoing basis and this, as well as the status, is announced to relevant stakeholders (management, employees, etc.).
d.
The IT contingency response management ensures that the director makes appropriate notifications to relevant external stakeholders, including briefing of any customers whose security may have been affected. If customers may have been affected, these are offered technical assistance to counteract this. The director prioritises the order of any assistance, i.e., based on the customer’s agreements with Ajax.
e.
The IT contingency team assesses the infected systems and collects examples of the virus, the attack pattern, etc. If the virus is known and there is an existing cleaning routine, attempts are made to remove the virus, otherwise Ajax’s external antivirus partners are used to remedy the infection.
f.
At the same time, logs from the firewall, proxy, system logs, etc., are reviewed to find the source of the infection. If it is assessed that the source of infection can be identified as an external customer/partner, they must be notified of the attack.
Once the attack is neutralised, IT contingency response management is responsible for reviewing all systems to ensure that:
i.
The systems are ready for operation
       – consider backup of systems before possible restore
ii.
Data is not corrupted
iii.
Network connections have been re-established.
The IT contingency manager subsequently prepares an incident report in which the incident is reviewed and, if necessary, weaknesses found in the IT contingency or systems are described. The note is sent to the system owner and the management, who assess whether there is a need to change security systems or procedures.


Annex 4 – IT incidents where there is a risk of data leakage
	Description
	The instructions describe how attacks against Ajax systems with the possibility of leaking important information (data leakage) must be handled.


	Goal
	To activate IT contingency for possible data leakage


	Roles and responsibilities
	The IT contingency response manager is responsible for managing the IT contingency response, including prioritisation, delegation, organisation and assignment of roles, as well as the availability of IT resources, relevant staff, contact with suppliers and telecommunications/Internet service provider (ISP).
The director takes care of the business interests, including contact with insurance, bank and other parties, as well as information to customers, press, employees and relevant authorities if necessary.
The data owner/system owner carries out the commercial assessment of the extent of the leak in dialogue with the CEO and contingency management.


	Tasks
	The IT contingency response management activates this contingency when there are reasonable suspicions that internal systems have been compromised.
The IT contingency response management puts together the IT contingency team with the personnel deemed necessary to be able to assess the seriousness of the possible data leak and to be able to deal with the threat most effectively. As a minimum, internal IT and relevant external consultants.
It is the IT contingency response management’s responsibility that the contingency team performs the following tasks:
Step 1: Initial evidence collection
a.   An initial assessment is made of the extent of any data leakage and whether it may be an internal attack where it may be relevant to isolate a person or a group from further work.
b.   It is assessed whether it would be of benefit to not change anything here and now, but rather initiate a tracking and/or gathering of evidence for the purpose of a later claim for damages or police report. This assessment may, after consultation with the director, also include appropriate contacts with relevant external stakeholders, including any customers whose information may have been compromised. If necessary, contact your telecommunications/internet service provider and/or relevant authorities for assistance. If this is not considered to be the case, proceed as described below in Step 2.
c.
The IT contingency team assesses the compromised systems and collects evidence of access to the affected information, external communication/copying, etc. Any external partners are used to help with this.
d.
At the same time, logs from the firewall, proxy, system logs, etc., are reviewed to help document the attack.
e.
A preliminary time estimate is prepared for when it will be expedient to proceed as described in Step 2, and thus stop the systems from being compromised further. Estimates are reassessed on an ongoing basis and this, as well as the status, is communicated to relevant stakeholders (management, affected employees, etc.).
f.   When the IT contingency response management assesses that it will be of benefit to interrupt the compromise and repair the damage, proceed as described in Step 2.
Step 2: Interruption and clean-up
a.
Systems with compromised information are isolated, i.e., the network connection is interrupted and, if possible, virtual systems are paused. 
b.
An assessment of the extent of the attack is made, including whether it will make sense and if so, be possible, to re-establish operations on other equipment that is procured if relevant. Possibly, the IT system environment can be re-established in a virtual environment with an IT provider. It is also assessed whether it will be relevant to proceed to any form of report to the authorities or immediate confiscation. In such a case, the IT contingency response management and the director initiate this. If necessary, contact your telecommunications/internet service provider and/or relevant authorities for assistance.
c.
A preliminary time estimate is prepared for the restoration of normal operation. The estimate is reassessed on an ongoing basis and this, as well as the status, is announced to relevant stakeholders (management, employees, etc.).
d.
The IT contingency response management ensures that the director makes appropriate notifications to relevant external stakeholders, including briefing any customers whose information may have been compromised.
In the event of information that may affect customers’ operations being compromised, these are offered technical assistance to counteract this. The director prioritises the order of any assistance, i.e., based on the customer’s agreements with Ajax.
e.
The IT contingency team assesses the compromised systems and collects the evidence of access, attack pattern, etc., that may not have been collected during Step 1. At the same time, a review of logs from the firewall, proxy, system logs, etc., is carried out to help with the documentation of the attack. External partners may be used to assist in this.
If it is assessed that the compromising of systems can be identified as coming from persons at an external customer/partner, the latter must be notified of the attack. 
Once the attack is neutralised, the IT contingency response management must ensure that all systems are reviewed to check that:
i.
The systems are ready for operation
       – consider backup of systems before possible restore
ii.
Data is not corrupted
iii.
Network connections have been re-established.
The IT contingency manager subsequently prepares an incident report in which the incident is reviewed and, if necessary, weaknesses found in the IT contingency or systems are described. The note is sent to the system owner and the management, who assess whether there is a need to change security systems or procedures.


Annex 5 – Events affecting the cloud-based IT services
	Description
	The instruction describes the IT contingency response that must be established if one or more cloud-based IT services become completely or partially unavailable and it does not appear to be possible to re-establish operations within the operational targets.


	Roles and responsibilities
	The IT contingency response manager is responsible for managing the IT contingency response, including prioritisation, delegation, organisation and assignment of roles, as well as the availability of IT resources, relevant staff, contact with suppliers and telecommunications/Internet service provider (ISP).
The director takes care of the business interests, including contact with insurance, bank and other parties, as well as information to customers, press, employees and relevant authorities if necessary.


	Tasks
	The IT contingency response management activates this IT contingency when there is a need to handle the failure of one or more cloud-based systems. 
The IT contingency response management puts together the IT contingency response team with the personnel deemed necessary to effectively process the change and the subsequent re-establishment most effectively. As a minimum, internal IT and relevant external consultants.
It is the IT contingency response management’s responsibility that the contingency team performs the following tasks:
a.
An assessment of the extent of the problem is carried out, including what is needed to re-establish the affected operation and whether it is necessary to establish alternative solutions. If necessary, contact the telecom/internet provider and/or relevant authorities for assistance. 
b.   If it is deemed necessary to establish an alternative solution, this will be dealt with in the first instance. It is clarified whether it is possible to restore the IT system on the same equipment or whether it should be done on other equipment, and if so such equipment is procured. Possibly, the IT system environment can be re-established in a virtual environment with an IT provider.
c.
A preliminary time estimate is prepared for the restoration of normal operation. The estimate is reassessed on an ongoing basis and this, as well as the status, is announced to relevant stakeholders (management, employees, etc.).
d.
During the work of re-establishing operation of the affected systems, the IT contingency response team collects any documentation of the problem that may be relevant for the subsequent assessment of the cause of the problem, in addition to what is already in the logs, etc.
e. When the problem has been rectified and everything is ready for operation again, this is reported to relevant stakeholders (management, employees, etc.).
When the affected systems are ready for operation again, the IT contingency response management must ensure that systems are reviewed to check that:
i.
The systems are ready for operation
       – consider backup of systems before possible restore
ii.
Data is not corrupted
iii.
Network connections have been re-established.
The IT contingency manager subsequently prepares an incident report in which the incident is reviewed and, if necessary, weaknesses found in the IT contingency or systems are described. The note is sent to the system owner and the management, who assess whether there is a need to change security systems or procedures.
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